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Abstract

This article provides a comprehensive review of contemporary research in the field of natural
language processing (NLP) and speech technologies for Central Asian Turkic languages, including
Kazakh, Kyrgyz, and Uzbek. Although a number of theoretical and applied studies have been
published in recent years, these languages continue to be classified as low-resource. This situation is
primarily caused by the limited availability of annotated text corpora, insufficient speech data, the
parallel use of Cyrillic and Latin scripts, and the absence of unified annotation and evaluation
standards. The article systematically examines current approaches to morphological segmentation,
named entity recognition, sentiment analysis, and automatic speech recognition. Agglutinative
morphology and vowel harmony are discussed as key typological features of Turkic languages that
strongly influence computational processing strategies. The effectiveness of both rule-based and
neural morphological analyzers is highlighted. The paper also describes the adaptation of
computational models originally developed for Turkish, English, and Russian through subword
modeling, character-level embeddings, and multilingual transformer architectures. In addition, cross-
lingual transfer learning is evaluated as a promising approach to mitigating data scarcity. The study
identifies corpus fragmentation, inconsistent annotation schemes, and the lack of standardized speech
resources as major challenges. The author argues for the development of open-access datasets, the
introduction of shared evaluation tasks, and the strengthening of institutional collaboration between
linguists and computational language technology specialists. The findings of the study are of both
theoretical and practical importance for the development of sustainable and effective language
technologies for low-resource languages.

Keywords: Turkic NLP, Morphological analysis, Low-resource languages, Speech recognition,
Cross-lingual transfer.

OpranabIk A3us TYPKI TLIepiHe apHAJFraH Ta0MFH TULIEPai OHAeY KIHE coiey
TEXHOJIOTUSIJIAPBI: Ka3ipri ogicTep, pecypcrap sKoHe Maceiejiepre Moy
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AHHOTaIUA

byn makama Opranblk A3us TYpKi TUIAEpiHE, COHBIH IMIIHIE Ka3aK, KBIPFBI3 JXKoHE 630eK
Tinnepine apHainraH Tabwru tuinepai enaey (NLP) meH ceiiney TexXHONOTHSATIApHl CajachIHIAFBI
3aMaHayH FBUIBIMH 3€PTTEYJEPre KeIeH/ I oIy YehiHaabl. COHFBI KbUIIAPHI OYJI OaFeITTa OipKaTrap
TEOPHUSITBIK )KOHE KON AaHOabI eHOCKTEP KapUsJIaHFaHBIMCH, aTaJIFaH TUIAEP dJIi e TOMEH PECYPCThI
TUIAEp caHaThlHA J>KaTaabl. byraH aHHOTAIWsJIAHFAaH MOTIHIIK KOPIYCTapablH >KETKUTIKCI3Iri,
celiiey NEpeKTEpiHiH IIEKTeYIUTIri, KUPWILI JKOHE JIaThIH TpaUKalIapblHBIH Karap KOJIaHBLIYHI,

KA3IPIM 3AMAHFbI MAHbI3ObI MOCENENEP: Xarbkapanbi fburibimvxypHan Ne4 (50) — 2025
MexayHapogHbin HayyHbIn xypHan AKTYAJbHBIE NMPOBJTEMbI COBPEMEHHOCTU: Ne4 (50) — 2025
ACTUAL PROBLEMS OF THE PRESENT" The international scientific journal Ne4 (50) — 2025 7


https://doi.org/10.64863/2312-4784/2025-3-50/7-18
mailto:paridanm@aliyun.com
https://orcid.org/0009-0009-7223-5291
https://orcid.org/0009-0009-7223-5291

COHJIaii-aK OlpbIHFAll aHHOTAIMSUIAY MEH Oarajlay CTaHIapPTTapbIHBIH O0IMaybl HET13T1 ceOern OOobIn
oThIp. Makanaga MOp(hOJIOTHSITBIK CETMEHTAIHS, aTaylibl MOHIEP/l TaHy, CCHTUMEHT-TaJJIAy JKOHE
aBTOMATTHI COMJICY/II TaHy casiajapbIHIAFbl Ka3ipri o/icTep KyHeseHin Tanaanaasl. Ce3 KypaMbIHbIH
arrIIOTMHATHUBTI OOMYyBl MEH JBIOBIC YHIECTIrl TYPKi TUIAEPiHIH OacThl THIIOIOTHSUIBIK Oenrinepi
PETiHIE KapacThIPBUIBII, OJap/bl OHACYIE EPEKere HETi3AeNTeH )KOHE HEUPOHIBIK MOP(OIOTHSITBIK
TaNAFBIITAPIBIH THIMIUTII alKbIHAananbl. Typik, aFbUIMIBIH JKOHE OPBIC TUIIEPIHE apHaJIFaH
€cenTey MOACHBACPIH CyOCO3IiK Tociuaep, TaHOA-ICHreha SMOSIIUHTTED JKOHE KONTiIml
TpaHcopMep apXHTEKTypajapbl apKbuibl Oeitimaey ToxipuOeci cumarrtanaapl. COHBIMEH Karap,
TIEP apachbiHIAFbl TpPaHCQEPNK OKBITY JEPEKTEp TAaNIIbUIBIFBIH a3aNTyIAbIH IePCIICKTHBAIBI
OarpIThl peTiHAe OaranmaHalbl. 3epTTEy/e KOPIyCTapAbIH (parMeHTTeNyi, aHHOTAlus YJTUIEpHIH
Oipi3ai OonMaysl JKOHE CTaHIAPTTAJIFAH Ceiiey 0a3ajapbIHBIH JKOKTBIFBI HETI3r1 Mocelie PeTiHJe
KepceTiieni. ABTOp alIbIK KOJDKETIMAI IepeKTep KOPBIH JaMBITy, OPTaK Oaraliay TarchlpMaiapblH
CHri3y JKOHE JIMHTBUCTEp MEH  €CeNTey  JIMHTBUCTHKACHI ~ MaMaHJapbl  apachIHIaFbl
MHCTUTYIUOHAIBIK BIHTBIMAKTACTBIKTBl KYLICHTY Ka)KETTITiH Heri3neimi. 3epTrey HoTHxemnepi
TOMEH pECypcThl TIIEpre AapHajfaH TYpPaKThl JKOHE THIMAI TULIIK TEXHOJIOTHsIApIbI

KaJIBIIITACTHIPY/ia TEOPHSIIBIK 9Pi MPAKTUKAJIBIK MaHBI3Fa UE.
Kint ce3nep: Typki tingepine apHairan NLP, mopdonorusnsik Tanmay, ToMEH pecypCTh
TizIep, COlseyal TaHy, TUIIEp apachIHIaFkl TpaHcep.

O0padoTka eCTECTBEHHOI'0 SI3bIKA U TEXHOJIOTMHU PeYH I TIOPKCKHUX A3BIKOB
IenTpanbHoil A3un: 0030p COBpeMEHHBIX METO0B, PECYPCOB H MPodieM
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AHHOTAIUSA

B cratbe mpencTaBieH KOMILIEKCHBIH 0030p COBPEMEHHBIX HAyYHBIX UCCIICIOBAHMIA B 00JIaCTH
oOpaboTku ectecTBeHHOro s3bika (NLP) u peyeBbIX TEXHONOTUH MJiIi TIOPKCKUX SI3BIKOB
IlenTpanpHoOii A3uu, BKIIOYas Ka3axXxCKWUH, KBIPIeI3CKUHA u Yy30ekckui. Hecmorps Ha poct
TEOPETUUYECKUX U MPUKIAJHBIX PA0OT B OCIEAHNUE TO/IbI, JAHHBIE SI3bIKHU MMO-TIPEKHEMY OTHOCSITCS K
KaTerOpuu HU3BKOPECYpPCHBIX. (OCHOBHBIMU TMPUYMHAMHU OSTOTO SBISIIOTCS HEAOCTaTOYHOCTH
AHHOTHUPOBAHHBIX TEKCTOBBIX KOPIYCOB, OrPAHMYEHHOCTb PpEYEBBIX JAaHHBIX, NapaJlIeIbHOE
MCIIOJIb30BaHNE KUPWILTHYCCKON U JIATUHCKON TpaduKH, a TAKKEe OTCYTCTBHE CIMHBIX CTAHIIAPTOB
AHHOTHPOBAaHMUS W OLEHKU. B craTbe cHCTEMaTHYECKH aHAIU3UPYIOTCS COBPEMEHHBIE METObI
MOP(OJIOTMYECKOM CerMeHTallMU, PACTIO3HABAHUSI UMEHOBAHHBIX CYIIHOCTEH, CCHTUMEHT-aHaIN3a U
aBTOMAaTUYECKOTO pacCMo3HaBaHUS peyd. ATTIIOTHHATHUBHAS MOPQOJIOTHS W TapMOHHUS TIIACHBIX
paccMaTpUBaIOTCA KaK KIFOUYEBBIE THUIIOJIOTUYECKUE XApaKTEPUCTUKU TIOPKCKHX  A3BIKOB,
OTIpeieNoNUe CHeU(PUKYy HX BBIYUCIUTENBbHON 00paboTku. Ilokazana 3¢ (heKTUBHOCTh Kak
MPaBUJI-OPUEHTUPOBAHHBIX, TaK U HEHPOHHBIX MOP(HOJIOTHYECKUX aHaIu3aTopoB. OmNuCHIBaeTCA
OTBIT aJlaNTallii BBIYMCIUTENBHBIX MOJENel, pa3pabOTaHHBIX IS TYPELKOro, aHTIUHCKOTO U
PYCCKOTO SI3BIKOB, C HCIOJb30BAaHUEM CYOCJIOBHBIX IIOAXOJO0B, CHUMBOJBHBIX SMOEIIMHTOB M
MHOTOSI3BIYHBIX TpaHC(HOPMEPHBIX apXUTEKTyp. Ocoboe BHUMaHUE yAENsSeTcsS TpaHCHEPHOMY
00y4YEeHHUIO KaK MEpPCIEeKTUBHOMY CIOCOOY CHIDKEHMs MeduinTa JaHHBIX. B KauecTBe KIIFOUEBBIX
po06ieM BIIEISIOTCS PparMeHTUPOBAHHOCTH KOPITYCOB, HECOTJIACOBAHHOCTh CXEM aHHOTHPOBAHUS
Y OTCYTCTBUE CTaHIAPTU3UPOBAHHBIX peUeBhIX 0a3. ABTOP 00OCHOBBIBAET HEOOXOIUMOCTh PA3BUTHUS
OTKPBITBIX KOPIYCOB, BHEAPEHUS OOIIMX OIEHOYHBIX 3a7a4 W YCUJICHHS HHCTUTYLHOHAIBHOTO
COTPYJIHUYECTBA MEXIy JMHIBUCTAMH M CHEUUAIMACTAMU IO BBIYUCIUTEIBHON JIMHTBUCTHKE.
[TonydyeHHblE BBIBOABI MMEKOT KaK TEOPETHYECKYHO, TaK M IPAKTUYECKYH) 3HAYMMOCTBH JJIs
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(bopMHPOBAHUS YCTOMUYMBBIX S3BIKOBBIX TEXHOJIOTUH JIIsl HU3KOPECYPCHBIX S3BIKOB.
KiroueBbie ciioBa: NLP 1711 TIOPKCKUX SI3BIKOB, MOP(OIOTUYECKHIA aHAIN3, HU3KOPECYypCHBIE
A3BIKH, pACIIO3HABAaHUE PEUH, MEXbA3BIKOBOM TpaHchep.

1. Background and linguistic characteristics of Central Asian languages

Central Asia represents one of the most linguistically dynamic regions of Eurasia, where Turkic,
Iranian, and Slavic languages have interacted over many centuries. The most widely spoken state
languages today include Kazakh, Kyrgyz, Uzbek, Turkmen, and Tajik, while Russian continues to
play an important role in administration, media, and education. Researchers stress that modern
multilingualism in the region cannot be understood without reference to both the Soviet legacy and
much older historical contact zones (Smagulova, 2016; Smagulova & Ahn, 2016).

From a typological perspective, Kazakh, Kyrgyz, Uzbek, and Turkmen belong to the Turkic
language family and display the classic features of agglutinative morphology, vowel harmony, and
SOV word order (Johanson & Csatd, 1998). These languages encode grammatical categories —
including case, number, person, tense, aspect, mood, and evidentiality — through long and productive
suffix chains. A single root, especially verbal, may generate dozens of surface forms. For example,
Kazakh verbal morphology allows multiple layers of derivation before inflection, creating complex
tokens that standard NLP tokenizers often cannot process (Kessikbayeva & Cicekli, 2014).

Vowel harmony represents one of the most stable phonological mechanisms in Central Asian
Turkic languages. In Kazakh and Kyrgyz, backness and rounding typically determine which vowel
will occur in a suffix. This system interacts with loanword phonology, because borrowed stems —
often from Russian or Persian — may violate harmonic expectations (Dave, 1996a; Dave, 1996b).
Researchers note that speakers frequently remodel borrowed items to fit harmonic patterns, a process
that complicates orthographic normalization and corpus annotation (Fierman, 2006; Wei, 2015).

The lexicon of Central Asian languages shows multiple historical strata. Medieval borrowing
introduced extensive Arabic and Persian vocabulary, particularly relating to religion, administration,
and literary culture. Later, during the nineteenth and twentieth centuries, Russian became a major
source of technical and bureaucratic terminology. Modern digital communication adds a new layer
of English-based internationalisms. A sociolinguistic survey by Bahry (2012) observes that code-
switching between Kazakh and Russian is routine among young urban speakers, particularly online,
where stylistic choices often mark identity and stance.

One of the most important contemporary issues is script policy. Uzbek adopted a Latin script in
the 1990s, though Cyrillic remains common; Tajik uses Cyrillic; Kazakh officially plans transition
from Cyrillic to Latin. Script reform affects literacy practices, school curricula, and NLP design,
because parallel corpora must handle multiple spelling systems for the same language (Smagulova &
Ahn, 2016). In practical NLP terms, this requires dedicated orthographic normalization modules for
preprocessing — especially for web and social media texts that mix Cyrillic, Latin, and ad hoc
transliterations.

Researchers also highlight the lack of standardized corpora for typological and computational
work. While several national corpus projects exist, their accessibility and annotation depth vary
widely. For Kazakh, preliminary work on morphological modeling and part-of-speech tagging has
been published, but large balanced corpora comparable to Russian National Corpus or COCA remain
under development (Mustajoki et al., 2020). Kyrgyz and Turkmen have even more limited digital
resources. Uzbek has relatively more NLP attention due to diaspora and machine translation
initiatives, but resources remain fragmented (Moore, 22023).

For computational linguistics, these features create low-resource conditions. Agglutinative
morphology yields extremely large vocabularies and high out-of-vocabulary rates; script variation
and code-switching increase noise; and data scarcity limits supervised models. Consequently,
researchers working on Kazakh, Kyrgyz, and Uzbek increasingly adopt:

subword modeling (e.g., byte-pair encoding),

morphological segmentation, and
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transfer learning from typologically related languages such as Turkish.

A similar perspective is found in Central Asian sociolinguistic research: successful digital
processing must integrate linguistic knowledge about morphology, phonology, and language contact
(Smagulova & Ahn, 2016; Bahry, 2012).

It is also relevant that Turkic languages in Central Asia form a configurational typological group,
with relatively predictable morphological systems (Khassenov & Bakhitova, 2025). This is a major
opportunity for NLP: once accurate morphological analyzers are built for Kazakh, they can be adapted
to Kyrgyz or Karakalpak with relatively minor adjustments, because affix inventories, harmonic
patterns, and syntactic templates overlap (Johanson & Csatd, 1998). This is why recent work in
computational typology encourages cross-Turkic resource sharing, particularly for tagging and
parsing applications (Pavlenko, 2008).

In summary, Central Asian Turkic languages present a rich but challenging environment for
computational research. Their agglutinative morphology requires subword-based models; their
lexical history demands robust normalization; their script variation complicates digital corpora; and
their sociolinguistic conditions produce code-switching and mixed registers. Understanding these
background characteristics is essential before discussing sentiment analysis, named entity
recognition, and speech technology for these low-resource languages.

2. Challenges for NLP and Sentiment-oriented Text Processing in Central Asian Turkic
Languages

Natural language processing (NLP) for Turkic languages of Central Asia (such as Kazakh,
Kyrgyz, Uzbek) faces a number of typological and resource-driven challenges. First and foremost,
these languages are agglutinative — words are formed by adding multiple suffixes to a root, often
resulting in long morphological chains that encode case, number, negation, possession, aspect, mood,
etc. (Dzhubanov & Khasanov, 1973; Kessikbayeva & Cigekli, 2014).

Because of this heavy inflectional morphology, a naive word-level tokenization or vocabulary-
based embedding approach is often ineffective: the number of distinct surface forms explodes, leading
to very high out-of-vocabulary (OOV) rates, data sparsity, and poor generalization for downstream
tasks such as sentiment classification, entity recognition, or part-of-speech tagging.

Moreover, vowel harmony is a core phonological feature shared among many Turkic languages
(Kazakh, Uzbek, Kyrgyz, etc.) — suffix vowels must agree in backness (and often rounding) with the
last vowel of the root (Hakkila, 2018; Kulgildinova et al., 2018; Landau, J. M., & Kellner-Heinkele,
2001). This phonological constraint affects morphological variation and complicates subword
tokenization or segmentation strategies if they ignore such harmonies.

Another complicating factor is orthographic and script variation, particularly in languages
undergoing script reforms or using multiple scripts. For example, some Turkic languages use Cyrillic,
Latin, or even Arabic-based scripts depending on historical periods or contexts. This introduces
inconsistencies in text corpora, complicates normalization, and reduces the effectiveness of standard
NLP pre-processing pipelines. As a result, corpora must often be normalized carefully before
tokenization and embedding.

On the resource side — many Central Asian languages remain under-resourced. There is a lack
of large, balanced, annotated corpora comparable to those available for high-resource languages like
English, Russian, or Chinese. For instance, efforts such as the “Computational Description of the
Kazakh Language” remain among the earliest computational attempts (Dzhubanov & Khasanov,
1973). More recent modern morphological analyzers and corpus projects (e.g., Kessikbayeva &
Cigekli, 2014) provide helpful building blocks, but data for tasks such as sentiment classification,
semantic analysis, or large-scale text mining remain scarce.

These combined factors — agglutination, vowel harmony, script variation, data sparsity — make
conventional NLP pipelines (word-level embeddings, off-the-shelf tokenizers, static lexicons) poorly
suited for Turkic Central Asian languages. As a result, most contemporary research toward NLP for
these languages recommends or implements subword-level models, morphological analyzers, or
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hybrid tokenization strategies that can better account for morphological structure and reduce sparsity
(see Kessikbayeva & Cicekli, 2014; related discussion in computational linguistics for Turkic
languages).

Given these foundational difficulties, it is unsurprising that fully-developed sentiment analysis
systems for Central Asian Turkic languages remain rare and uneven in quality. Even more, most
studies focus on lower-level tasks (morphology, lemmatization, POS-tagging) rather than semantic
or pragmatic tasks (sentiment, pragmatics, discourse).

In sum, before applying sentiment analysis or other deep-semantic NLP on Central Asian Turkic
languages, it is necessary to adapt preprocessing: use morphological-aware segmentation; support
subword or character-level models; normalize orthography across scripts; and ideally, build annotated
corpora representative of social-media, news, and informal text, to capture real usage including code-
switching, loanwords, and morphological variation.

3. Named Entity Recognition and Sequence Tagging for Kazakh and Other Central Asian
Turkic Languages

Named entity recognition (NER) is one of the most important sequence tagging tasks for building
practical NLP systems in low-resource Turkic languages. A core difficulty arises from agglutinative
morphology: entity tokens in Kazakh, Uzbek, and Kyrgyz carry rich case and derivational suffixes,
so a single named entity may appear in tens of different orthographic forms (Kessikbayeva & Cigekli,
2014; Makhambetov et al., 2015). To process such structures, most research emphasizes character-
level or subword-level models rather than standard word-based taggers.

Early work on Kazakh NLP focused on rule-based and finite-state approaches to morphological
segmentation, which subsequently enabled more reliable POS tagging and tokenization (Yiner &
Kurt, 2021). While these developments were not originally designed for NER, they provided a
foundational layer: accurate segmentation of complex tokens greatly improves downstream entity
recognition.

More recent studies demonstrate that neural sequence models are effective for NER in data-
sparse environments. Researchers working on Kazakh corpora have begun to implement RNN-based
and transformer-based architectures, which learn entity boundaries directly from annotated texts. For
example, Akhmed-Zaki et al. (2021) report improved entity identification in Kazakh social-media
and news text using a neural morphological component as preprocessing. Their system uses character
embeddings to handle suffix chains and reduce sparsity in training data.

At the architectural level, NER systems for Turkic languages commonly combine three layers:

1. Character/subword embedding
2. Sequential encoding (typically BiLSTM or BiGRU)
3. Sequence decoding (often CRF)

This combination is motivated by the need to capture both local morphological cues (character
patterns, root + suffix transitions) and global contextual dependencies (sentence-level context)
(Figure 1).

Input text (Kazakh / Uzbek / Kyrgyz)

Character embeddings

BiLSTM / BiGRU
(bidirectional sequence model)

CRF layer
(sequence-level global optimization)

Labeled sequence
[PER, LOC, ORG, DATE, etc.]

Figure 1. Typical neural hybrid model for sequence tagging in agglutinative Turkic languages
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One immediate problem in sequence tagging for Central Asian languages is annotation scarcity.
Whereas English NER benefits from CoNLL-style standard datasets with tens of thousands of labeled
examples, Kazakh and Uzbek currently lack comparable corpora. This deficiency forces researchers
to build smaller, domain-specific datasets for news or government text, rather than large balanced
corpora (Makhambetov et al., 2013). A related issue is inconsistency in entity taxonomies: different
projects introduce different label inventories (e.g., some include only PER-LOC-ORG, others add
EVENT, PRODUCT, or DEVELOPMENT PROGRAM), which makes cross-study comparison
difficult.

In addition, orthographic variation presents a challenge for NER. Kazakh and Uzbek data may
contain Cyrillic, Latin, or non-standard transliterations. This not only increases token variation but
also interferes with model training, because one entity may appear in multiple spelling forms across
different sources. Script normalization is therefore a critical preprocessing step for NER (Smagulova
& Ahn, 2016). Preprocessing pipelines often include rule-based conversion modules (Cyrillic —
Latin, or automated transliteration) to unify tokens before feeding them to neural models.

A promising long-term strategy for NER in Central Asian languages involves cross-lingual
transfer. Since Kazakh, Kyrgyz, Uzbek, and Tatar share similar morphological structure, it is feasible
to train models on a mix of Turkic corpora, or to transfer models trained on Turkish to Kazakh or
Uzbek (Sharipbay et al., 2018). This idea is especially valuable when labeled data are scarce:
character-level morphological cues generalize across languages even when lexical content differs
(Johanson & Csato, 1998). Multilingual transformer models such as XLM-R and multilingual BERT
also appear promising because they embed multiple languages in a shared space, where typologically
related languages tend to cluster.

The logical next step for NER research in Central Asia is large-scale corpus consolidation. Many
papers emphasize that without standardized annotation guidelines, reproducibility and quantitative
comparison between models will remain limited (Makhambetov et al., 2015). Developing a Central
Asian NER benchmark — analogous to CoNLL 2003 for English, or GermEval for German — would
accelerate progress considerably. This would include:

shared entity types,

unified document segmentation standards,

transparent training/test splits,

and publicly available evaluation metrics.

In sum, the present state of NER research in Central Asian Turkic languages is characterized by
robust foundational work on morphological analysis and a transition toward neural sequence tagging
models. Key research priorities include unified annotation, cross-script normalization, and
multilingual transfer between related Turkic languages.

4. Speech Technologies for Kazakh and Other Central Asian Turkic Languages

Speech technologies for Central Asian languages have historically lagged behind textual NLP,
primarily due to the scarcity of annotated audio data, the complexity of phonological systems, and
limited funding for long-term corpus development (Smagulova & Ahn, 2016). While text corpora for
Kazakh have grown steadily since the 2010s (Makhambetov et al., 2013), speech corpora remain
fragmented, domain-specific, and in many cases not publicly available.

The earliest computational work on Kazakh speech used hidden Markov models (HMMs) with
mel frequency cepstral coefficient (MFCC) feature extraction — a standard acoustic modeling
technique inherited from English and Russian ASR research. However, the agglutinative structure
and vowel harmony of Kazakh complicate the construction of canonical pronunciation dictionaries.
Kazakh phonology distinguishes front/back and rounded/unrounded vowel pairs, and these features
must be encoded consistently for automatic speech recognition (ASR) systems (Johanson & Csato,
1998). Researchers emphasize that orthographic forms alone are insufficient; grapheme-to-phoneme
conversion must incorporate rules that handle vowel harmony and postlexical assimilation (Yiner &
Kurt, 2021).
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By the mid-2010s, deep learning approaches began entering Central Asian ASR research. Neural
acoustic models offer multiple advantages in low-resource settings: they learn spectral-temporal
features automatically, reduce reliance on expert-crafted phonological rules, and can adapt to noisy
recording conditions typical of field corpora. In an influential study, Akhmed-Zaki et al. (2021)
highlighted the importance of speech preprocessing pipelines for Kazakh, including noise filtering,
segmentation, and automatic annotation. Their system integrated speech processing with
morphological analysis, showing that improvements in text preprocessing benefited downstream
speech recognition tasks.

The recent direction in Kazakh speech technology involves hybrid neural architectures,
especially convolutional neural networks (CNNs) combined with recurrent or transformer blocks.
CNNs extract local spectral patterns (formant transitions, harmonic structures), while RNN or
transformer layers capture temporal dependencies across longer speech segments. The posterior
probabilities are typically decoded using connectionist temporal classification (CTC) or attention
mechanisms, enabling end-to-end ASR without explicit phoneme alignment (Akhmed-Zaki et al.,
2021) (Figure 2).

Raw audio ]
MFCC / Filterbanks |
v
CNN stack
(local spectral features)
v
BiLSTM / Transformer
(temporal sequence modeling)
v
CTC / Attention
(sequence decoding)
v
Output transcription (text)
[grapheme / subword / lemma candidates]

Figure 2. Generic hybrid neural ASR pipeline for Kazakh speech (ASCII)

Speech synthesis (TTS) also presents challenges for Central Asian languages. In Turkish, which
is typologically similar, unit-selection and parametric synthesis dominated early work; however,
modern approaches use neural vocoders and transformer-based prosody modeling. For Kazakh,
recent work shows that morphological preprocessing can improve prosodic placement in synthesized
speech by predicting suffix boundaries and reducing monotonic stress contours (Mansurova et al.,
2024). Agglutinative morphology creates unusually long word forms, which can distort rhythm and
stress patterns, especially for naive neural TTS systems trained on small datasets. Neural models
trained at subword level (character, BPE, or phoneme sequences) handle this issue much better.

One promising strategy for low-resource speech technologies is cross-language transfer. Turkic
languages share phonological and morphological traits, especially in vowel harmony, syllable
structure, and sonority sequencing. Researchers therefore propose transferring pretrained acoustic
models from Turkish to Kazakh, Uzbek, or Kyrgyz (Sharipbay et al., 2018). Initial results indicate
that transferring CNN encoder weights leads to faster convergence and improved recognition
accuracy, even with limited target-language data.

Another strategic development is the creation of spoken language corpora specifically designed
for Central Asian languages. For example, Nazarbayev University is developing the Multimedia
Corpus of Modern Spoken Kazakh Language, which collects real conversational speech rather than
scripted or read material. This is crucial because Turkic discourse features extensive vowel reduction,
assimilation, and optional case marking, all of which differ systematically from literary norms
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(Multimedia Corpus Project, 2024). Training speech models solely on read speech produces high
accuracy in laboratory settings but poor generalization for natural conversations.

Looking ahead, the future of speech technology for Central Asian languages will likely involve:

multilingual ASR models (Kazakh—Russian, Uzbek—Russian, Kazakh—English),

speech-to-text translation, especially for public services and media analytics,

neural TTS integrated with morphological analyzers, and

large-scale open benchmark corpora modeled on LibriSpeech or Common Voice.

The primary bottlenecks today remain data quantity and annotation quality. Building speech
corpora is expensive and time-consuming, requiring transcription, speaker metadata, dialect tagging,
and quality control. Without shared standards, each research team produces incompatible datasets,
making it difficult to compare systems fairly. NLP researchers repeatedly emphasize that
standardization — common annotation guidelines, unified tag sets, and transparent licensing — is a
critical next step (Makhambetov et al., 2015).

In summary, speech technology research for Central Asian Turkic languages is transitioning
from traditional HMM/GMM pipelines to end-to-end neural architectures with morphological-aware
preprocessing. Progress depends on new corpora, cross-lingual transfer from related Turkic
languages, and integration of speech modules with existing NLP infrastructure for text processing.

5. Challenges and Future Directions for NLP and Speech Technologies in Central Asian
Turkic Languages

Despite visible progress over the last decade, NLP and speech technologies for Central Asian
Turkic languages still face a set of systematic challenges. These challenges are not merely technical;
they are tied to deeper linguistic, sociolinguistic, and infrastructural realities within the region.
Research repeatedly indicates that data scarcity, orthographic variation, low institutional support, and
lack of standardization remain the biggest obstacles to developing robust language technologies for
Kazakh, Kyrgyz, Uzbek, and other regional languages (Smagulova & Ahn, 2016; Makhambetov et
al., 2013).

The single most frequently reported problem is insufficient annotated corpora. For English,
sentiment analysis and NER systems benefit from decades of investment in corpus creation and
maintenance, including standardized datasets like CoNLL, SemEval, OntoNotes, and LibriSpeech.
By contrast, Central Asian languages currently rely on small, manually collected corpora, often
developed as part of individual research projects (Makhambetov et al., 2015). These corpora may not
be publicly available, may use incompatible tagging schemes, or may lack metadata (speaker
information, domain labels, dialect annotations, etc.).

Researchers emphasize that corpus development must become collaborative and institutional,
rather than project-based. The Multimedia Corpus of Modern Spoken Kazakh Project (2024)
represents a promising step toward this direction.

A persistent complication in preprocessing for Kazakh and Uzbek is parallel orthography.
Kazakh corpora include Cyrillic, Latin transliterations, and, in some cases, older Arabic script in
historical archives. Uzbek presents even more variation due to the coexistence of Cyrillic, Latin (post-
1991 reforms), and informal Latinized social media orthography. This yields token explosion: the
same named entity may appear in multiple orthographic variants, which harms both symbolic and
neural models (Smagulova & Ahn, 2016).

The long-term solution is not to eliminate variation, but to build robust normalization modules
that can transform text to a canonical pre-processing form before tokenization. Projects like Yiner &
Kurt (2021) demonstrate that morphological analyzers are crucial in this pipeline, because
morphological structure interacts directly with orthographic surface forms.

Another challenge concerns inconsistency in annotation schemes. For example, some Kazakh
named entity tagsets include only basic PER-LOC-ORG categories, while others include EVENT,
PRODUCT, TITLE, or governmental classifications. This makes it difficult to compare system
performance across studies. Scholars therefore call for a shared benchmark for Central Asian
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languages, analogous to CoNLL-2003 for English (Makhambetov et al., 2015).

Establishing joint evaluation protocols, shared training-test splits, and transparent error analysis
reports would significantly accelerate algorithmic progress. Without this, improvements remain local,
anecdotal, and not reproducible.

While textual corpora for Kazakh have improved, spoken corpora remain extremely
underdeveloped, especially for informal, spontaneous speech. This is problematic because
agglutinative languages present different linguistic behavior in spoken discourse: vowel reduction,
suffix clipping, truncation, and code-switching are much more frequent (Johanson & Csato, 1998).
Speech recognition systems trained only on read speech overfit to literary norms and fail on natural
conversation.

The current direction in speech technology suggests investment in:

spontaneous conversational corpora,

dialect-indexed samples,

metadata on speaker age, region, and gender,

and domain-specific speech such as customer service or medical contexts.

Another structural challenge is research continuity. Central Asian NLP research is often carried
out by small teams who depend on short-term grants or PhD projects. Once funding ends, corpora
and codebases become inaccessible or unsupported. Large languages (English, Chinese, Russian)
benefit from sustained infrastructure — research labs, national linguistic institutes, and open
community initiatives.

A long-term solution may lie in consortia and resource visibility, similar to CLARIN-ERIC in
Europe or OpenSLR for speech resources. Labelled and version-controlled datasets for Kazakh,
Kyrgyz, and Uzbek need stable institutional hosting, open licensing, and academic governance
(Figure 3)

Based on existing studies (Kessikbayeva & Cigekli, 2014; Akhmed-Zaki et al., 2021; Sharipbay
et al., 2018), several future research priorities are becoming clear:

1. Morphology-aware neural models — neural sequence tagging and classification systems
should integrate morphological information explicitly (character embeddings, subword models,
stem—suffix decomposition).

2. Cross-Turkic transfer — Kazakh, Kyrgyz, Uzbek, and Turkish share structural patterns.
Training multilingual embeddings or fine-tuning MBERT / XLM-R models on pooled Turkic corpora
can improve performance in low-data settings.

3. Script normalization pipelines — robust Cyrillic«Latin transliteration modules combined with
morphological analyzers improve preprocessing and reduce vocabulary sparsity.

4. Open corpora and licensing — datasets must be published under open licenses (CC-BY, CC-
BY-SA) to enable cross-institutional reuse.

5. Benchmarking — community-defined shared tasks (NER, POS, sentiment, ASR) for Central
Asian languages should be launched annually, following CoNLL-style evaluation formats.

6. Speech-text integration — multimodal systems combining ASR, morphological tagging, and
NER could support real digital tools: search in audio archives, video subtitles, court transcriptions,
etc.
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| CENTRAL ASIAN NLP ROADMAP |

Morphology-aware neural models

Cross-Turkic transfer learning (mBERT, XLM-R)
Script normalization & orthographic preprocessing
Open corpora + institutional hosting
Shared benchmark tasks (NER, ASR, MT)

Multimodal integration (speech + text + morphology)
Figure 3. Future research roadmap for Central Asian NLP (ASCII)

6. Conclusion

Research on natural language processing and speech technologies for Central Asian Turkic
languages has made measurable progress over the last decade, although the region remains
significantly under-resourced compared to high-resource language contexts in Europe, North
America, East Asia, or even the Middle East. The overview of current scholarship across morphology,
named entity recognition, sentiment analysis, and speech technology suggests several consistent
patterns.

First, morphology remains central. Because Kazakh, Kyrgyz, Uzbek, and related Turkic
languages employ agglutinative word formation with productive suffix chains, NLP approaches must
prioritize morphology-aware architectures. Early rule-based analyzers (Kessikbayeva & llyas, 2016)
and data-driven parsing systems (Makhambetov et al., 2015) established solid foundations for
handling derivational and inflectional complexity. Recent neural systems increasingly integrate
subword tokenization, character embeddings, and morphological segmentation directly into
transformer-based pipelines (Akhmed-Zaki et al., 2021; Yiner & Kurt, 2021). In practical terms, any
future work on semantic tasks such as sentiment analysis will depend on reliability at the level of
morphological preprocessing.

Second, resource construction and standardization emerge as the most urgent structural needs.
Existing corpora tend to be small, domain-specific, and inconsistent in annotation standards
(Makhambetov et al., 2013). Without unified benchmarks, it is difficult to compare algorithmic
performance across research groups, replicate results, or build cumulative progress. Models perform
well in isolated experiments but remain difficult to generalize. The development of open corpora such
as the Multimedia Corpus of Modern Spoken Kazakh (2024) illustrates how collaborative
infrastructure projects can address this issue, yet comparable corpora do not exist for Kyrgyz or
Turkmen. Cross-institutional collaboration—-modeled on European CLARIN or the OpenSLR
community—would significantly accelerate progress if adopted in Central Asia.

Third, multilingual and cross-Turkic learning approaches show promise. Because Kazakh,
Kyrgyz, Uzbek, and Tatar share structural features at both the phonological and morphological level
(Johanson & Csat6, 1998), transfer learning can compensate for data scarcity. Shared multilingual
language models (e.g., multilingual BERT, XLM-R) make it possible to train systems jointly across
multiple Turkic corpora, even when individual corpora remain small. This direction is especially
relevant for named entity recognition, sentiment classification, and subword language modeling.

Fourth, speech technology demands focused attention. While text-oriented NLP has slowly
expanded, speech technology—including ASR, TTS, and multimodal dialog systems—remains
underdeveloped. Speech corpora are particularly scarce, and those that exist are often limited to read
speech rather than spontaneous, dialect-rich conversation. Hybrid neural architectures in ASR
(Akhmed-Zaki et al., 2021) indicate promising results, but without large-scale data collection,
sustained progress will be slow. Given the sociolinguistic realities of multilingualism and code-
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switching (Smagulova & Ahn, 2016), speech technology must incorporate language identification,
script normalization, and morphology-aware modeling.

Finally, the next stage of research is not primarily technical but structural. Many of the
technological tools exist: subword tokenization, multilingual embeddings, transformer architectures,
neural vocoders, and end-to-end ASR. What Central Asian languages now require are: (1) open and
permanent resource hosting, (2) transparent licensing, and (3) shared evaluation tasks based on
realistic benchmarks. Progress in Central Asian NLP will depend increasingly on community design
rather than purely individual innovation. Sustainable development requires cooperation between
universities, research institutes, governmental language programs, and international computational
linguistics organizations.

In summary, while Central Asian Turkic NLP and speech research remains in an early stage, the
last decade has produced meaningful infrastructure: morphological analyzers, emerging corpora,
neural preprocessing tools, and typologically informed modeling strategies. Continued growth will
require systematic corpus development, multilingual modeling, script normalization pipelines, and
the establishment of shared benchmarks. The foundations are now present; the priority is scaling,
standardizing, and sustaining them.
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